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ABSTRACT: We use gas-phase negative ion photoelectron spec-
troscopy to study the quasilinear carbene propargylene, HCCCH,
and its isotopologue DCCCD. Photodetachment from HCCCH−

affords the X̃(3B) ground state of HCCCH and its a ̃(1A), b ̃ (1B),
d ̃(1A2), and B̃(3A2) excited states. Extended, negatively anharmonic
vibrational progressions in the X̃(3B) ground state and the open-
shell singlet b ̃ (1B) state arise from the change in geometry between
the anion and the neutral states and complicate the assignment of
the origin peak. The geometry change arising from electron
photodetachment results in excitation of the ν4 symmetric CCH
bending mode, with a measured fundamental frequency of 363 ± 57 cm−1 in the X̃(3B) state. Our calculated harmonic frequency
for this mode is 359 cm−1. The Franck−Condon envelope of this progression cannot be reproduced within the harmonic
approximation. The spectra of the a ̃(1A), d ̃(1A2), and B̃(

3A2) states are each characterized by a short vibrational progression and a
prominent origin peak, establishing that the geometries of the anion and these neutral states are similar. Through comparison of
the HCCCH− and DCCCD− photoelectron spectra, we measure the electron affinity of HCCCH to be 1.156 ± 0.095

0.010 eV, with a
singlet−triplet splitting between the X̃(3B) and the a ̃(1A) states of ΔEST = 0.500 ± 0.01

0.10 eV (11.5 ± 0.2
2.3 kcal/mol). Experimental

term energies of the higher excited states are T0 [b ̃(1B)] = 0.94 ± 0.20
0.22eV, T0 [d ̃(1A2)] = 3.30 ± 0.02

0.10eV, T0 [B̃(
3A2)] = 3.58 ± 0.02

0.10eV.
The photoelectron angular distributions show significant π character in all the frontier molecular orbitals, with additional σ
character in orbitals that create the X̃(3B) and b ̃(1B) states upon electron detachment. These results are consistent with a
quasilinear, nonplanar, doubly allylic structure of X̃(3B) HCCCH with both diradical and carbene character.

1. INTRODUCTION
Carbenes, hydrocarbons in which one carbon atom has two
unshared valence electrons, are a ubiquitous and fascinating
class of compounds that play central roles in organic chemistry,
combustion chemistry, and astrochemistry. The simplest
carbene, methylene (H2C:), can achieve electron sufficiency
(satisfied octet) only through bimolecular reactions, whereas
carbenes containing two carbons, vinylidene (H2CC:) and
ethylidene (H3C−C̈−H), can achieve electron sufficiency
through intramolecular rearrangement (forming HCCH
and H2CCH2, respectively). The addition of a third carbon
atom broadens the carbene landscape, with C3H2 the best
prototype of this expanded complexity. Propargylene 1,
propadienylidene 2, and cyclopropenylidene 3 represent three
of the possible structures on the C3H2 potential energy surface
(Schemes 1 and 2). In addition to many structural isomers that
now become plausible, more than one carbon atom may act as

the carbene center, and conjugation among π orbitals is
possible. Although intramolecular rearrangements are possible,
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Scheme 1. Possible Valence Bond Structures of Triplet
Propargylene 1
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none afford a stable (isolable) species because of the high
degree of unsaturation. For these reasons, the C3H2 system has
been the subject of many investigations to determine molecular
and electronic structures, both for fundamental understanding
and for elucidating reaction mechanisms.
In this article, we use gas phase negative ion photoelectron

spectroscopy to investigate the HCCCH isomer, known as
propargylene or propynylidene, and its fully deuterated
isotopologue, DCCCD. We measure the electron affinity
(EA) of propargylene and observe vibrational progressions in
five electronic states of this molecule. We compare these results
with high-level electronic structure calculations for additional
insight. Together, the photoelectron spectra, their angular
dependence, and the calculations characterize the molecular
structure of the propargylene anion, the quasilinear ground
state and four excited states of neutral HCCCH.

2. BACKGROUND
Propargylene 1 may be considered the simplest acetylenic
carbene, although the extensive electronic delocalization also
confers significant diradical character. Observation of the triplet
electron paramagnetic resonance (EPR) spectrum of prop-
argylene at 10 K establishes that the triplet state is the ground
electronic state, as predicted by theory.1 The structure of triplet
propargylene 1 has been variously considered to be linear (1a,
D∞h), bent (1c, Cs), or doubly bent (1b, C2) (Scheme 1).
Recent experimental and theoretical studies appear to

converge to an interpretation in terms of a C2 structure (1b)
that is quasilinear (i.e., a bent equilibrium structure in which the
barrier to linearity lies below the zero-point energy level).1

Singlet propadienylidene 2 (the simplest vinylidene carbene)
lies close in energy to propargylene 1, both of which lie higher
in energy than singlet cyclopropenylidene 3 (the smallest
aromatic carbene) (Scheme 2). These C3H2 isomers undergo a
number of isomerization and automerization processes under
both thermal and photochemical conditions.2,3

The lowest energy C3H2 isomer is cyclopropenylidene
(c‑C3H2) 3, one of the most abundant organic compounds in
the interstellar medium (ISM),4 as detected by radio
astronomy.5,6 In the laboratory, c-C3H2 (3) was first studied
using matrix isolation infrared (IR) spectroscopy7 and later via
rotational spectroscopy,5,8 photoelectron spectroscopy,9 and
electronic absorption spectroscopy.3 Cyclopropenylidene 3 has
a singlet ground state, a large dipole moment (3.3−3.4 D),10,11

and a rigid structure in C2v symmetry.8

Propadienylidene 2 is also abundant in the ISM. It has been
detected by radio astronomy in both dense clouds (IRC+10216
and TMC-1)12,13 and the diffuse ISM.14 The electronic
absorption spectrum of propadienylidene 2 exhibits two
features that are coincident in position and absorption profile
with two of the diffuse interstellar bands (DIBs).15 This
astronomical assignment was controversial and has been
disputed.16,17 Microwave spectroscopy,18−20 in combination

with theory,21 indicates the equilibrium geometry of H2CCC is
a rigid, near prolate top in C2v symmetry, with a singlet ground
state and a large dipole moment (4.1 D). Propadienylidene has
been studied extensively in the laboratory using IR spectros-
copy,2,3,22 photoelectron spectroscopy,9 negative-ion photo-
electron spectroscopy,23−25 and electronic absorption spectros-
copy.26−30

Returning to the focus of this study, propargylene 1
(HCCCH) was first observed by Bernheim, Skell, and co-
workers in 1965 by EPR spectroscopy following photolysis of
diazopropyne in a solid matrix at 77 K.31 These investigators
assigned a triplet ground state to HCCCH with a linear
geometry. Vibrational fundamentals of HCCCH have been
measured via matrix isolation IR spectroscopy.32−34 McMahon
and co-workers, in a series of site-specific 13C and 2H isotopic
labeling experiments, used matrix isolation IR and EPR
spectroscopy to obtain substantial evidence in support of a
C2-symmetric, but quasilinear, structure (1b) for the triplet
ground state of HCCCH.1−3 Rather than attempting to
categorize triplet propargylene 1 as a carbene vs a diradical,
analysis using natural resonance theory suggests that triplet
HCCCH is best viewed as a significant admixture of both.1,35

Isomers of C3H2, particularly HCCCH, are important in
combustion chemistry and have been implicated in the
formation of polycyclic aromatic hydrocarbons and soot.36,37

C3H2 has been detected in C2H4/O2 flames
38 and identified as

an intermediate in the formation of C2H from C2H2/O/H
flames.39 In a photoionization efficiency study of C3H2 in a rich
cyclopentene flame, Taatjes et al. measured the ionization
energy (IE) of 3HCCCH and found evidence for the presence
of both HCCCH and cyclopropenylidene in this flame.40 C3H2
isomers have been observed as products of the crossed
molecular beam reaction of CH and C2H2.

41 Ab initio
calculations and RRKM analysis show that 3HCCCH is a
primary product of the reaction of C2H2 with CH and other
hydrocarbons.42−45 In contrast, an experimental study of the
CH + C2H2 reaction detects c-C3H2 as the main product of this
reaction, using VUV photoionization with time-resolved mass
spectrometry.46 Recently, the adiabatic IE of HCCCH has been
measured.47

In addition to the relevance of propargylene in astrochem-
istry, combustion chemistry, and its fundamental importance as
the smallest “acetylenic carbene,” substituted propargylene
derivatives are used as ligands in organometallic chemistry,48,49

and their interesting reactivity has been applied to organic
synthesis.50,51 The spectroscopic signatures of diradical
character in HCCCH notwithstanding, the general reactivity
patterns exhibited by propargylene derivatives are characteristic
of an acetylenic carbene.1

The technique of gas phase negative ion photoelectron
spectrometry is a powerful complement to the matrix IR and
EPR approaches. Negative ion photoelectron spectroscopy can
be used to measure the EA and singlet−triplet splitting (ΔEST)
of HCCCH, both fundamentally important values. The nuclear
and electronic configuration of the precursor anion provides a
reference to which all neutral electronic states may be
compared. The angular distribution of the electrons relative
to the electric field of the detachment laser provides important
clues to the nature of the electronic states and hence the
molecular structure of HCCCH. Finally, gas phase negative ion
photoelectron spectroscopy accesses higher lying vibrational
and electronic states of the isolated molecule, providing
valuable information on the shape of the potential energy

Scheme 2. C3H2 Isomers and Their Computed Relative
Energiesa

aEnergy (kcal/mol; ZPVE included). CCSD(T)/CBS, this work.
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surfaces without the potential perturbations of a matrix
environment.

3. EXPERIMENTAL METHODS
The negative ion photoelectron spectrometer (NIPES) used in this
experiment has been described in detail elsewhere.52−54 Briefly,
photoelectron spectra of HCCCH− were acquired using Argon ion
laser excitation at 3.40814 eV and a hemispherical electron energy
analyzer that provides constant energy resolution of 11 meV
irrespective of the electron kinetic energy. Additional details are
provided as Supporting Information. Negative ions are formed in a
flowing afterglow ion source. A microwave discharge containing trace
amounts of O2 gas in He buffer gas (∼0.4 Torr) generates atomic
oxygen radical anion, O−. Propyne (H3CCCH) is added down-
stream of O− to generate both propargylenide (HCCCH−) and
propadienylidenide (H2CCC

−) anions (m/z = 38):

In a separate experiment, reaction of O− with allene (H2CC
CH2) generates predominantly propadienylidenide (H2CCC

−).23,24

Dawson et al. first observed these different yields of C3H2
− isomers

formed from propyne vs allene from reactivity of the anions with
methyl formate.55 Subtraction of the latter spectrum (appropriately
scaled) from the former yields the photoelectron spectrum of the
propargylenide isomer. Similarly, propyne-d4 (D3CCCD) and
allene-d4 (D2CCCD2) are used to produce DCCCD− and
D2CCC

−. Collisions with He buffer gas cool the ions to approximately
300 K. The flow tube can be further cooled with a liquid nitrogen
jacket to obtain a “cold spectrum” of ions with a temperature near 150
K. In the case of propargylene, vibrational cooling of the anions with
liquid nitrogen dramatically improves our ability to resolve vibrational
structure; thus, with one exception, all photoelectron spectra shown in
this work were collected at ∼150 K.
In addition to formation of C3H2

− isomers, we also observe
formation of the allenyl anion (H2CCCH−) and the 1-propynyl
anion (H3CCC−) at m/z = 39 when propyne reacts with O−.

Optimal production of C3H2
− isomers occurs with low concentrations

of propyne such that O− ions are not completely titrated. Further
details of the ion−molecule chemistry are provided in the Supporting
Information.

We performed additional, complementary experiments using a
negative ion velocity-map imaging56,57 (VMI) photoelectron spec-
trometer.58 Although this apparatus has somewhat reduced electron
kinetic energy resolution compared to the NIPES apparatus, it uses a
pulsed, tunable photodetachment laser that provides access to higher-
lying states of HCCCH. Details of this apparatus are given in the
Supporting Information.

4. THEORETICAL METHODS
We use two electronic structure methods to calculate geometries,
harmonic vibrational frequencies, and energies extrapolated to the
complete basis set limit for anions and neutrals. The lowest electronic
state of each symmetry is calculated using coupled cluster (CCSD(T))
theory. Geometries and harmonic frequencies are calculated at the
CCSD(T)/aug-cc-pVTZ level, with energies calculated using analo-
gous 4Z and 5Z basis sets. The energy is extrapolated to the complete
basis set limit E(∞) by fitting the energies E(L), calculated using basis
sets with maximum angular momenta L = 3, 4, and 5, to the equation
E(L) = E(∞) + B(L+1)−4. The resulting energies of the three C3H2
isomers in Scheme 2 are in good agreement with the recent high-level
calculations of Aguilera-Iparraguirre et al.59 Because CCSD(T) can be
difficult to apply to certain excited states of radicals, we have also
calculated all electronic states using multireference configuration
interaction (MRCI), with geometries and frequencies at the (6e,6o)-
CAS+1+2+QC/aug-cc-pVTZ level of theory, and energies up to the
aug-cc-pVQZ basis set extrapolated to the complete basis set limit. We
utilized the Gaussian09 package60 with unrestricted wave functions to
calculate the electronic states of the anions and the ground state of the
neutral. For all other electronic states, and all MRCI calculations, we
employed restricted wave functions using the MolPro package.61 The
active space can be described as follows: if one considers HCCCH as a
linear molecule, with its symmetry axis along the z-axis, the 6-electron/
6-orbital active space is composed of three px and three py atomic
carbon orbitals that together form three πx and three πy molecular
orbitals, with zero, one, and two nodes perpendicular to the z-axis,
respectively.

We benchmark the calculations to experimental adiabatic detach-
ment energies (ADEs) of the 21-electron anions H2CCC

−, HCCN−,62

Figure 1. Photoelectron spectra of the product anions from (a) O− + allene and (b) O− + propyne. θ is the angle between the electric field
polarization vector and the axis of electron detection.
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and NCN−63 (the latter two being isoelectronic with HCCCH−). The
CCSD(T)/CBS results differ at most by 0.019 eV from experiment,
even when excited electronic states of the neutrals are included. The
results show that the MRCI/CBS calculations provide detachment
energies that are systematically lower by ∼0.13 eV compared to the
experimentally validated CCSD(T) calculations. We assume that this
offset is transferable to all electronic states of neutral HCCCH and use
it to correct the MRCI energies before comparison with experiment.

5. RESULTS

5.1. Isomer-Specific Chemistry. When O− reacts with a
hydrocarbon, it usually removes a hydrogen atom and a proton,
forming neutral H2O and a hydrocarbon anion. In the case of
the O− + C3H4 reaction, the isomer distribution of the C3H2

−

anion depends on the isomeric form of the C3H4 reactant.
Using the NIPES apparatus, the O− + allene (H2CCCH2)
reaction yields the relatively simple photoelectron spectra in
Figure 1a, which arise almost exclusively from electron
detachment of the propadienylidenide anion, H2CCC

−, in
agreement with previous results.24,25 By contrast, when O−

reacts with propyne (H3CCCH), the spectra in Figure 1b
show many new features in addition to all the peaks observed in
Figure 1a. This observation provides strong evidence that the
reaction of O− with propyne forms at least one additional
isomer of C3H2

− in significant yield. We will show below that
all of the new features in Figure 1b can be conclusively assigned
to transitions from the propargylenide anion, HCCCH−. We
note that the NIPES spectrum of Robinson et al.24 resulting
from the O− + allene reaction contains a weak unassigned
feature at ∼1.66 eV binding energy, corresponding in energy to
the strongest feature in our HCCCH− spectra, and is an almost
certain indication of a minor HCCCH− component in their
C3H2

− anion beam.
A close inspection of peak widths as a function of anion

temperature in the θ = 54.7° “magic angle” spectra in Figure 1b
provides further evidence for the presence of two different
isomers of C3H2

−. Decreasing the flow tube temperature from
300 to 150 K, the peak at eBE = 1.796 eV, assigned to the
origin of H2CCC X̃(1A1), shows only modest narrowing, in
contrast to the dramatic narrowing of the peak at 1.656 eV.
This behavior is further evidence that the latter feature is not a
part of the well-known photoelectron spectrum of the rigid
H2CCC

−, but rather it arises from an isomer with multiple low
frequency modes that are thermally populated and active in
photodetachment. Such behavior is consistent with this peak
arising from photodetachment of HCCCH−. Corresponding
photoelectron spectra from the reactions of O− with allene-d4
and propyne-d4 are shown in Figure S1 of the Supporting
Information.
Figure 2 shows spectra from the VMI photoelectron

spectrometer, which can utilize higher photon energies than
available with the NIPES spectrometer, allowing access to
higher-lying electronic states of HCCCH. The right portion of
Figure 2, acquired at a photon energy of 2.352 eV, provides a
direct comparison with the NIPES spectra in Figure 1.
Although the anion source in the VMI instrument is different
from that in the NIPES instrument, comparing features from
1.4 to 2.1 eV binding energy between the two instruments
shows the same isomer-specific chemistry in both sources. We
therefore conclude, at all binding energies, that the black
spectra (allene reactant) in Figure 2 arise primarily from
detachment of H2CCC

−, whereas features in the red spectra
(propyne reactant) that were not present in the black spectra

arise from HCCCH−. Using a higher photon energy of 5.158
eV, we observe the photoelectron spectra in the left portion of
Figure 2, which could not be acquired on the NIPES
instrument. We attribute the peaks in the red spectrum
(propyne reactant) that are not present in the black spectrum
(allene reactant) to higher electronic states of HCCCH.

5.2. Photoelectron Angular Distributions. Figures 1 and
S1 show the change in peak intensities with respect to the angle
between the electric field vector of the detachment laser and
the axis of electron collection. The angular distribution of
photoelectrons enables two aspects of our analysis. First, in the
absence of strong vibronic coupling effects, the groups of
vibrational peaks arising from one electronic state of the neutral
generally have a distinct angular distribution, allowing a purely
experimental method for distinguishing electronic states of the
neutral even if their spectra overlap in electron binding energy.
Second, because the reaction of O− with allene happens to
produce mostly H2CCC

−, whereas the reaction with propyne
shows contributions from both H2CCC

− and HCCCH−, we
can subtract the O− + allene spectra from the O− + propyne
spectra to isolate the contributions of HCCCH−.
Because some electronic states of H2CCC and HCCCH

produce overlapping photoelectron spectra, we must first scale
the allene-derived spectra to the propyne-derived spectra using
a peak of H2CCC that does not overlap any peaks arising from
HCCCH. This method ensures complete subtraction of
H2CCC contributions even at electron binding energies
where the isomers’ spectra overlap. The relative spectral
intensities in Figure 1a and b are identical from eBE = 3.0−
3.25 eV, implying that only H2CCC contributes in this region.
The strong peak at eBE = 3.076 eV was assigned to the origin
transition of H2CCC a ̃(3B1) by Robinson et al.,

24 and we use its
angle-dependent intensity to scale the spectra in Figure 1a to
corresponding spectra in Figure 1b in order to quantitatively
subtract contributions of H2CCC from the propyne-derived
spectra. The capability of the NIPES spectrometer to provide
photoelectron spectra over wide eBE ranges (>2 eV) with fixed
excitation energy and constant electron collection efficiency is
critical to this isomer separation approach.
Figure S2b in the Supporting Information shows the

differential detachment cross sections obtained from product
anions of the O− + propyne reaction in 150 meV-wide windows
centered at either eBE = 3.076 eV (the origin of the H2CCC
a ̃(3B1) state) or eBE = 1.671 eV, where the signal arises

Figure 2. Photoelectron spectra of the product anions from O− +
allene (black), and O− + propyne (red) acquired with the velocity-map
imaging photoelectron spectrometer. Spectra on the right side were
acquired with hν = 2.352 eV, and on the left side with hν = 5.158 eV.
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primarily from the a ̃(1A) state of HCCCH. We extract
anisotropy parameters β[H2CCC a ̃(3B1)] = +0.60 ± 0.04 and
β[HCCCH a ̃(1A)] = −0.69 ± 0.02 by fitting eq S1 (Supporting
Information) to the data in Figure S2b. Such measurements, at
many different electron ejection angles, are the most robust
method for obtaining β but are too time-consuming to acquire
the complete energy dependence of the anisotropy parameter
β(E).
Figure S3a shows photoelectron spectra from the O− +

propyne reaction normalized to the differential cross section for
electron detachment from H2CCC

− at 3.076 eV. These three
spectra allow a three-point fit to eq S1 at each electron binding
energy, providing β(E), which is plotted above the spectra.
5.3. Photoelectron Spectra of HCCCH− and DCCCD−.

Subtracting the contributions of propadienylidene from the O−

+ propyne and O− + propyne-d4 data provides the photo-
electron spectra that arise from HCCCH− and DCCCD− in
Figure 3a and b. (We note that Ikuta64 finds no bound states in
his calculations of the cyclopropenylidene anion. None of our
results contradict this conclusion.) The energy-dependent
anisotropy parameter, β(E), is also shown in Figure 3 and is
only available for the HCCCH isotopologue due to the expense
of the deuterated sample. The same photoelectron spectra for
HCCCH can be seen in Figure S3b, normalized to the
differential cross section. This presentation of the data
emphasizes that at all but the highest electron binding energies,
the detachment cross section of HCCCH− is largest at θ = 90°,
i.e., β(E) < 0 for eBE < 2.6 eV. Such negative values correspond
to detachment from a p orbital in an atomic anion, resulting in s
and d partial waves of the outgoing electron. A similar analysis
is much more complicated in the lower symmetry of a

polyatomic molecule, but negative anisotropy parameters
generally correspond to detachment from a π orbital, whereas
positive values are consistent with detachment from orbitals
with σ character. In addition, the abrupt changes in β as a
function of binding energy (e.g., at 1.803 vs 1.773 eV) are
evidence that multiple electronic states of neutral HCCCH
contribute to the spectra for eBE > 1.65 eV.
The photoelectron angular distributions shown in Figure 3a

provide qualitative inferences concerning the nature of the
electronic states of HCCCH that are populated following
electron photodetachment from the anion. The red spectrum at
θ = 0° shows a long progression with a smooth envelope
apparently beginning at 1.249 eV, reaching a maximum near 1.7
eV, and tapering back to baseline at ∼2.3 eV. This progression
is dwarfed in the black magic angle spectrum by a strong peak
at 1.656 eV. The anisotropy parameter has an average value of
−0.45 from 1.25−1.59 eV but becomes more energy dependent
for eBE ≥ 1.65 eV. These observations are consistent with the
long progression being associated with a X̃(3B) ground
electronic state of HCCCH, and the sharp peak at 1.656 eV
with the origin of the first excited state a ̃(1A). The observed
Franck−Condon profiles show that the ground state neutral
geometry is quite different from the anion, whereas the
geometry of the a ̃(1A) state is similar to the anion. The term
symbol assignments will be justified in section 6.1, and the
experimental determination of the X̃(3B) origin energy in
section 5.4. Finally, we assign a third electronic state, the b ̃(1B)
state, to the series of peaks from ∼2.4−2.95 eV, which are most
prominent in the θ = 0° spectra, and for which a large geometry
change from the anion seems clear due to the long vibrational
progression. This progression shows an energy dependent

Figure 3. Photoelectron spectra of (a) HCCCH−, and (b) DCCCD− with contributions from H2CCC
− and D2CCC

− subtracted. θ is the angle
between the electric field polarization vector and the axis of electron detection. Ion temperature is ∼150 K. The artifacts at 3.076 eV arise from
imperfect subtraction of the propadienylidene contributions. The energy-resolved anisotropy parameter β(E) is shown for HCCCH−. The vertical
dashed lines show transitions to the a(̃1A) electronic state of HCCCH.
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anisotropy parameter that rises from −0.1 to +0.2 with
increasing eBE. On the basis of the intensities of the features
in this progression there is little hope of locating the origin
transition of the b ̃(1B) state, but we assign a band envelope
maximum of 2.65 ± 0.02 eV, which agrees reasonably well with
the calculated VDE of 2.75 eV (section 5.5). The
corresponding photoelectron spectra of DCCCD− in Figure
3b support these assignments of electronic states.
It is more difficult to draw conclusions purely from

experiment about the spectra in Figure 2, which probe
higher-lying electronic states of HCCCH. Focusing on the
peaks in the red spectra (propyne-derived) that are not present
in the black spectra (allene-derived), there appear to be four
peaks that arise from HCCCH at eBE = 4.454, 4.590, 4.738,
and 4.869 eV.
5.4. Experimental Assignment of the HCCCH X̃(3B)

Origin. It is challenging to experimentally assign the origin of
an electronic transition with a large geometry change from
anion to neutral because the small Franck−Condon factor of
the origin transition may make it difficult or impossible to
observe above the noise.65 Figure 4 shows photoelectron

spectra of HCCCH− and DCCCD− in the region of the
expected X̃(3B) origin transition, where a shorter scan range
enables greater signal averaging. Cooling the anions to ∼150 K
should diminish the intensity of hot band transitions from
vibrationally excited anions. Peak positions for the two
isotopomers, taken from Figures 3 and 4, are shown in Table
1. Starting from the peaks with the lowest observed eBE in both
isotopologs, and despite potential unresolved structure in the
peak shapes, the peak spacings increase smoothly, indicating
significant anharmonicity. The progression is well fit by a single
anharmonicity constant (see Supporting Information), with no
abrupt changes in peak spacing that would indicate the
presence of hot bands. The lowest binding energy observed
is the peak at 1.156 eV in the HCCCH spectrum. However, the
intensity of the vibrations in this progression drops by a factor
of ∼2 from one peak to the next. If there were another peak
beyond the 1.156 eV peak, it would have escaped detection.
Therefore, this analysis only concludes that the origin of the
HCCCH progression must be at a binding energy of 1.156 eV
(the first observed peak) or lower, and we can only claim that
EA(HCCCH) ≤ 1.156 eV.
In an effort to assign the origin transition in experimental

spectra with long vibrational progressions, such as observed
here, Robinson et al.24 used a simple isotopic substitution
method. They compared peaks in a long vibrational progression

from allenyl (H2CCCH
−) and allenyl-d3 (D2CCCD

−) anions
to determine the EA of the propargyl radical (H2CCCH). They
did so by recognizing that the origin transition energy of
nondeuterated and fully deuterated species will occur at the
same electron binding energy, apart from a small difference due
to differential zero point energy (ZPE) changes upon
deuteration. As one example of this change, photoelectron
spectra of d0 and d3 methoxide anions show strong, well-defined
origin transitions, with EA(CH3O) = 1.5690 ± 0.0019 eV, but
EA(CD3O) = 1.5546 ± 0.0019 eV, a difference of over 14
meV.66 In addition to this example, per-deuterated and
undeuterated EAs are experimentally known for OH, HO2,
CH3, CCH, CH2, C3H, C3H5, and CH2C(CH3)CH2. In all
cases but one, the per-deuterated EA is less than the
undeuterated EA, by up to 17 meV.
As stated above, we observe an HCCCH− peak at 1.156 eV

that we believe is not a hot band and claim it to represent an
upper bound for EA(HCCCH). Unfortunately, there are no
definitive DCCCD− peaks below 1.208 eV, due to noise
limitations. More sophisticated extrapolations (see Supporting
Information) of unobserved peaks suggest a possible origin as
low as 1.07 eV eBE, an assignment that would minimize the
difference between EA(HCCCH) and EA(DCCCD). How-
ever, measured EAs of undeuterated vs per-deuterated
molecules differ by up to 17 meV. Furthermore, calculated
EAs tend to approach the true value from below because each
improvement to the basis set stabilizes the diffuse anion more
than the compact neutral. Comparing with our highest level
CCSD(T)/CBS calculated values of EA(HCCCH) = 1.146 eV
and EA(DCCCD) = 1.144 eV, we conclude that it is very
unlikely that the origin lies below 1.07 eV. For these reasons,
we assign EA(HCCCH) = 1.156 ± 0.095

0.010 eV. On the basis of our
assignment, the singlet−triplet splitting between the a ̃(1A) and
the X̃(3B) states of HCCCH is determined to be ΔEST =
1.656−1.156 = 0.500 ± 0.01

0.10 eV.
5.5. Theoretical Results. We start our discussion of the

electronic structure of neutral HCCCH by considering a
hypothetical linear structure with atoms on the z axis. The first
six electrons will occupy nonbonding C(1s) core orbitals. The
next eight electrons form four σ bonds between the five atoms.
The remaining six electrons fill π orbitals in the x and y planes
that have 0 or 1 node perpendicular to the z axis. One expects a
πu

4πg
2 orbital occupancy for the ground state, implying a 3Σg

−

ground state with a low-lying 1Δ excited state. Higher lying
neutral states would result from πu to πg excitations.
The ground state of HCCCH is computed to have C2

symmetry.1,59 The distortion from linearity transforms the
ground state from 3Σg

− to 3B and splits the degenerate 1Δ state
into a Renner−Teller pair of states having symmetries 1A and
1B in the C2 point group (Figure S4, Table 2). Although there
has been some work on the Renner−Teller effect in five-atom
molecules,67 an analysis of this effect in HCCCH is beyond the
scope of this paper.
A similar situation pertains to the propargylenide anion

(HCCCH−). A hypothetical linear anion with seven π electrons
is expected to have a 2Πg ground state, with an orbital
occupancy of πu

4πg
3. Calculations predict the propargylenide

anion to have a nearly planar, nonlinear geometry with C2
symmetry. The distortion from linearity again results from the
Renner−Teller interaction, splitting the degenerate 2Πg
electronic state into a nondegenerate X̃(2B) and Ã(2A) pair
of states through interaction with one (or more) of the three
doubly degenerate bending modes of linear HCCCH−. The

Figure 4. Photoelectron spectra of HCCCH− and DCCCD− with θ =
90° laser polarization and anion temperature of ∼150 K.
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Ã(2A) excited state of HCCCH− is calculated to have a cis-bent
geometry and to lie only 0.6 kcal/mol (26 meV) above the
trans-bent X̃(2B) ground state (Figure S4, Table 2). Given this
small term energy, and assuming Boltzmann equilibrium in the
150 K flowing afterglow anion beam, the X̃(2B) ground state
would comprise 86% of the population, with 14% in the
electronically excited Ã(2A) state. Assigning an optimistic
uncertainty of ±0.5 kcal/mol (22 meV) to the calculated
energies of the anions, we conclude that both anion states could
be present at similar populations in the anion beam, and our

treatment below considers both anion states. Note that the
anion structures in Figure S4 are both nearly planar, but the C2
symmetry axis in the X̃(2B) state is perpendicular to the plane
that nearly contains the five atoms, whereas in the Ã(2A) state
the C2 axis lies in the plane that nearly contains the atoms.
Although these structures are nearly C2h and C2v, in the
discussion that follows it is convenient to refer to nearly planar
structures as simply planar, and we label the X̃(2B) state as
transoid, and the Ã(2A) state as cisoid. Similarly for the neutral
geometries, the atoms deviate only slightly from a planar

Table 1. Peak Assignments, Electron Binding Energies, Adiabatic Detachment Energies, and Term Energies Determined from
the Photoelectron Spectra of HCCCH− and DCCCD−a

HCCCH− DCCCD−

electronic state mode assignment electron binding energy adiabatic detachment term energy electron binding energy

X̃(3B) ν4 = 0 1.156(5) 1.156 ± 0.095
0.010 0.0

ν4 = 1 1.201(5)
ν4 = 2 1.249(5) 1.208(5)
ν4 = 3 1.300(5) 1.246(5)
ν4 = 4 1.353(5) 1.286(5)
ν4 = 5 1.410(5) 1.327(5)
ν4 = 6 1.467(5) 1.368(5)
ν4 = 7 1.526(5) 1.412(5)
ν4 = 8 1.588(5) 1.456(5)
ν4 = 9 1.502(5)
ν4 = 10 1.549(5)
ν4 = 11 1.599(5)

a ̃(1A) ν2 = 0 1.656(5) 1.656 ± 0.005 0.500 ± 0.01
0.10

ν2 = 1 1.803(5)
b ̃(1B) 2.1 ± 0.2 0.94 ± 0.2

0.22

d ̃(1A2) 4.454(20) 4.454 ± 0.020 3.30 ± 0.02
0.10

4.590(20)
B̃(3A2) 4.738(20) 4.738 ± 0.020 3.58 ± 0.02

0.10

4.869(20)
aAll energies are in eV.

Table 2. Geometric Parameters and Detachment Energies of 21-Electron Anions and Their Corresponding Neutrals

detachment energy (eV) term energyf (eV)

CCSD(T)/CBS MRCI/CBS experiment experiment

species state ∠CCC (deg) ∠HCC (deg) adiabatica (vertical) adiabatic (vertical) adiabatic (band max.)

HCCCH− X̃(2B) 179 126 0.00 (0.00) 0.00 (0.00)
Ã(2A) 163 123 0.026 0.014 (1.23)

HCCCH X̃(3B) 173 160 1.146 (1.772) 1.03a (1.62) 1.156 ± 0.095
0.010 0.0

(1.696)e (1.71 ± 0.02)
ã(1A) (1Ag) trans min. 180 129 1.48a (1.49) 1.656 ± 0.005 0.500 ± 0.01

0.10

ã(1A) (1A1) cis min. 162 128 (1.66) 1.49a (1.49)
b̃(1B) (1Δ) 180 180 1.82a (2.62) 2.1 ± 0.2 0.94 ± 0.20

0.22

(2.65 ± 0.02)
c(̃1A) (1Σ+) 180 180 2.48a (4.23)
Ã(3B) (3B2) 108 131 4.26a (4.67)
d ̃(1A) (1A2) 160 135 4.29b (4.34) 4.454 ± 0.02 3.30 ± 0.02

0.10

B̃(3A) (3A2) 180 128 (4.79) 4.36b (4.38) 4.738 ± 0.02 3.58 ± 0.02
0.10

H2CCC X̃(1A1) 1.80 (1.83) 1.62a (1.65) 1.793 ± 0.005 0.0
ã(3B1) 3.08 (3.16) 2.95a (3.02) 3.076 ± 0.005 1.283 ± 0.007

HCCN X̃(3A″) 2.02 (2.46) 1.89a (2.34) 2.001c ± 0.015 0.0
ã(1A′) 2.521 (2.533) 2.53 (2.55) 2.511c ± 0.004 0.510 ± 0.016

NCN X̃(3Σg
−) 2.47 (2.51) 2.36a (2.40) 2.481d ± 0.008 0.0

ã(1Δg) (3.34) 3.491d ± 0.013 1.007 ± 0.015
b̃(1Σg

−) (3.90) 4.110d ± 0.013 1.629 ± 0.015
aIncludes zero point energy. bDoes not include zero point energy. cNegative ion photoelectron spectroscopy.62 dNegative ion photoelectron
spectroscopy.63 eVertical detachment energy from the Ã(2A) anion. fTerm energy for a ̃ state corresponds to lowest-energy singlet-triplet gap.
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geometry, and the designations “in-plane” and “out-of-plane”,
while not strictly accurate, are approximately correct and
descriptive.
ADEs and vertical detachment energies (VDEs) resulting

from our CCSD(T) and MRCI calculations are shown in Table
2, along with comparisons to our experimentally derived
transition energies. All the excited electronic states of HCCCH
shown are accessible by removal of a single electron from the
X̃(2B) or Ã(2A) anion states. The Supporting Information
provides a discussion of the expected energy ordering of the
electronic states based on molecular orbital arguments.
In the ∠CCC coordinate, the geometry change from either

anion, X̃(2B) or Ã(2A), is only −6° or +8° upon detachment to
the neutral (Figure S5a). In the ∠CCH coordinate, however,
the change is pronounced. The anion states are strongly bent,
with moderate barriers to linearity (5122 and 4912 cm−1,
respectively). Upon detachment, the ∠CCH in the neutral
increases by ∼35°, and the barrier to linearity is quite low and
flat, with less than a 240 cm−1 energy variation over a ± 30°
range around linearity. Together, the large change in ∠CCH
and the flatness of the neutral potential in this coordinate
should lead to a long, anharmonic vibrational progression in
this bending motion in the photoelectron spectrum. As a
consequence of the large geometry changes upon photodetach-
ment to the X̃(3B) state, standard normal-mode Franck−
Condon simulations are not helpful in assigning the origin
transition. Similarly, the calculated linear geometry of the b ̃(1B)
state should also produce a long progression in ∠CCH bending
following photodetachment.
MRCI calculations predict a cisoid-bent geometry for the

a ̃(1A) state, with a nearly isoenergetic transoid-bent structure
(Tables 2, S1). Each minimum on the a ̃(1A) surface has ∠CCH
similar to one of the anion states. Therefore, we expect good
Franck−Condon overlap from each anion state with a
minimum on the a ̃(1A) surface.

6. DISCUSSION
6.1. Low-Lying Electronic States of HCCCH. The

interpretation of the photoelectron spectrum of HCCCH− in
the eBE = 1−3 eV range (Scheme 3) draws precedent from

previous studies of HCCN,68 HCNC,68 and HCCCCN.62 We
assign the lowest energy electronic state of HCCCH as X̃(3B),
with an experimental origin of 1.156 ± 0.095

0.010 eV and a long
vibrational progression indicative of a large geometry change
compared to the anion. From the spectra, we estimate that the
peak at 1.71 eV represents the maximum of the Franck−
Condon envelope of the X̃(3B) state. By comparison, the
CCSD(T) VDE from the X̃(2B) anion state is 1.77 eV, whereas
the VDE from the Ã(2A) state (calculated to lie 0.026 eV above
the X̃ state) is 1.70 eV. The decrease of 70 meV demonstrates

the better Franck−Condon overlap of the Ã(2A) anion with the
ground state neutral.
The sharp peak at eBE = 1.656 ± 0.005 eV, with β = −0.79,

is consistent with the origin peak of the a ̃(1A) state of
HCCCH, providing a singlet−triplet splitting of ΔEST = 0.500
± 0.01

0.10eV. Noting the β ∼ −0.41 value of the strong X̃(3B) peaks
at 1.588 and 1.526 eV, we can use the more negative peaks of
β(E) at higher binding energy to assign vibrational transitions
belonging to the a ̃(1A) state (vertical dashed lines in Figure 3a).
The peak at 1.803 eV in Figure 3b is the only other peak that
can be conclusively assigned to the a ̃(1A) state. The energy of
this peak is 0.147 ± 0.005 eV (1,186 ± 40 cm−1) above the
a ̃(1A) origin, consistent with the totally symmetric CCC
symmetric stretch vibration. The experimental spectra are
consistent with a small geometry change from anion to neutral
for the a ̃(1A) electronic state.
An important constraint regarding the calculated energy gap

between the X̃(2B) and Ã(2A) anion states can be derived from
the experimental spectra. The calculated gap is 0.026 eV using
CCSD(T)/CBS, and 0.014 eV using MRCI/CBS. Because our
calculations of the neutral predict nearly isoenergetic transoid-
and cisoid-bent geometries of the a ̃(1A) state, both anion states
should have nearly vertical transitions to the a ̃(1A) state, yet we
do not observe a splitting in the peak at 1.656 eBE. Although it
is possible the two anion states differ in energy by our observed
peak spacing of 0.147 eV, this explanation is unlikely because
the population in the upper anion state would be low if it were
0.147 eV above the ground anion state. It therefore seems likely
that the energy gap between the X̃(2B) and Ã(2A) anion states
is less than the CCSD(T) calculated value of 0.026 eV. Because
there is no experimentally observed splitting arising from the
two predicted anion states, we consider only one anion state in
our interpretation of transitions to all neutral states. This
simplification may not be justified if higher resolution spectra
become available in the future.
We assign the b ̃(1B) state to the series of peaks from ∼2.4−

2.95 eV with a band maximum of 2.65 ± 0.02 eV. We expect
the geometry of the b ̃(1B) state to be similar to the X̃(3B) state,
because each arises upon removal of an electron (either α or β
spin, respectively) from the same orbital of the anion. Similar to
the X̃(3B) state, the b ̃(1B) state exhibits a broad vibrational
progression in the photoelectron spectrum (red spectra in
Figure 3a and b). It is reasonable to expect that the energy gap
between the band maxima and the ADEs will be similar given
that the electronic structures of these two neutral states differ
only in spin multiplicity. Using this energy difference from the
X̃(3B) state ((1.71 − 1.156) = 0.554 eV), the origin of the
b ̃(1B) state is approximated as 2.65 − 0.554 ∼ 2.10 eV.
However, the MRCI calculated VDE − ADE energy gap for the
b ̃(1B) state is 0.80 eV, much higher than the calculated or
observed gap in the X̃(3B) state. This comparison suggests
assigning an increased uncertainty to the purely experimental
estimate of the origin energy in the b ̃(1B) state as 2.10 ± 0.2
eV. Our experimental estimate of the term energy for the third
electronic state of HCCCH is therefore T0 [b ̃(1B)] = 0.94 ±
0.20
0.22eV.
The measured energies of the lowest electronic states of

propargylene 1 provide long-sought context for understanding
the structure and chemical reactivity of this fundamentally
important species. The singlet−triplet energy gap is a key
parameter governing reactivity. When ΔEST is small (<2 kcal/
mol), the spin states equilibrate rapidly in solution at room
temperature, and the distinctive spin-state selectivity (stereo-

Scheme 3
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specific addition to alkenes by the singlet, nonstereospecific
addition by the triplet) is lost.74 The measured singlet−triplet
energy gap of 11.5 kcal/mol for HCCCH is rather large and is
consistent with the distinct reactivity observed for singlet and
triplet states in solution.74,75 Rate constants for intersystem
crossing are not known, but the observation of stereospecific
addition of the singlet to alkenes implies that bimolecular
trapping of the highly reactive singlet carbene is faster than
intersystem crossing to the triplet ground state. This situation is
commonly observed in carbene chemistry.
These experiments also provide insight concerning the

influence of an alkyne substituent on the singlet−triplet gap
of a carbene. The simplest carbene, methylene (H2C:), exhibits
ΔEST = 9.09 kcal/mol.53 It has long been appreciated that the
introduction of a substituent with a π-electron system leads to a
reduction in the magnitude of the singlet−triplet gap. In the
case of phenyl carbene, the extra conjugation is considered to
stabilize the singlet state more than the triplet state, leading to a
smaller value of ΔEST = 5 kcal/mol. Qualitatively, one might
anticipate a similar effect for propargylene, but our measure-
ments reveal that this is not the case. Rather, the introduction
of the ethynyl substituent increases ΔEST (11.5 kcal/mol) for
HCCCH. The additional conjugation afforded by the ethynyl
group undoubtedly stabilizes both singlet and triplet states, but
it must be the case that the triplet state of HCCCH gains more
stabilization than the singlet state. The effect is not large, and
likely involves subtle factors involving electron exchange and
electron correlation, some of which have been discussed
previously in the context of the zero-field splitting parameters
of triplet HCCCH.1 The singlet−triplet splitting of HCCCH is
very similar to that of the isoelectronic HCCN (ΔEST =
0.510 eV, 11.8 kcal/mol),62,68 but smaller than that of the more
highly conjugated HCCCCN (ΔEST = 0.76 eV, 18
kcal/mol).62

6.2. Interpretation of Photoelectron Angular Distri-
bution Measurements. The experimental angular distribu-
tions provide additional evidence on the orbital character of
HCCCH and its anions. In atomic systems detachment from an
s orbital ejects an electron as a pure p-wave (l = 1) and β = +2,
independent of eKE. Detachment from an atomic p-orbital
creates both s (l = 0; β = 0) and d (l = 2; β = −1) partial waves,
which will interfere with each other to create anisotropy
parameters between −1 and 0. At low eKE, s-waves dominate,69

with d-waves dominating at eKE ∼ 1 eV.70,71 Although it is only
an approximation for molecules, we apply these qualitative
concepts to the present case of HCCCH.
The experimental values of the anisotropy parameter upon

detachment to different HCCCH electronic states are β
[X̃(3B)] ∼ −0.45, β [a ̃(1A)] ∼ −0.8, and β [b ̃(1B)] = −0.1
to +0.2 with increasing eBE (decreasing eKE). Detachment to
the X̃(3B) state nominally corresponds to ejection of an
electron from the β10 orbital (see Figures S6, S7 in the
Supporting Information), which has mixed σ/π character in the
bent anion. We thus expect β to be negative in sign but
moderate in magnitude, consistent with the anisotropy
parameter β = −0.45 observed for this state. Detachment to
the a ̃(1A) state nominally corresponds to ejection of an
electron from the α11 orbital of nearly pure π symmetry, which
is consistent with the observed very negative anisotropy
parameter β = −0.8. Finally, the b ̃(1B) state is formed by
removal of the α10 electron. Because this orbital’s shape is very
similar to β10, it should have a nearly identical mixture of π and
σ character. In the b ̃(1B) state, the observed anisotropy

parameter ranges from β (eKE = 1.0 eV) = −0.1 to β (eKE =
0.46 eV) = +0.2. The smaller values of β at lower eKEs are
again consistent with detachment from an orbital that has π
character (a negative β component that decreases in magnitude
as kinetic energy decreases) and σ character (contributing a
positive β component independent of eKE). These orbital
characters, in turn, are consistent with a nearly planar C2
symmetry structure.

6.3. Higher Lying Electronic States of HCCCH. Assign-
ments of the higher lying peaks from the VMI spectrometer (at
eBE = 4.454, 4.590, 4.738, and 4.869 eV) are not as
straightforward as in the NIPES spectra. Because of background
signals inherent in these experiments, the angular distributions
from the VMI apparatus are not quantitative, which removes a
key observable in the assignment of electronic states.
Nevertheless, on the basis of the intensities, it seems reasonable
to assign the 4.454 eV peak as the origin of an electronic state.
The MRCI results in Table 2, corrected for the 0.13 eV offset,
predict ADEs of c(̃1Σ+) = 2.61 eV, Ã(3B2) = 4.39 eV, d ̃(1A2) =
4.42 eV, and B̃(3A2) = 4.49 eV. The first two of these states
have large geometry changes compared to the anion, which
would make them difficult to observe, whereas the latter two
states have small geometry changes. Inspection of the molecular
orbitals of these states shows that all of them are accessible by
removal of one electron from either anion state, in agreement
with the propensity rule favoring single-electron transitions.
Energetically, the best match with the 4.454 eV experimental
origin peak is the d ̃(1A2) state, which has a small VDE-ADE
gap, implying a fairly small geometry change from the anion,
consistent with the VMI spectrum. The peak at 4.590 eV lies
0.136 eV (1097 cm−1) above the origin, a value consistent with
a CCC stretching mode, to which we tentatively assign it.
However, the third peak is located 0.284 eV (2291 cm−1) above
the origin peak. It is difficult to rationalize this spacing as a
vibrational fundamental or, based on the intensities, as a
combination band built off the 4.454 eV origin peak. Therefore,
it seems likely that the peak at 4.738 eV represents the origin of
an additional electronic state with a similar geometry to the
anion. We tentatively assign it as the B̃(3A2) state, which is also
characterized by a small geometry change from the anion. In
the absence of additional experimental observables, it is difficult
to determine more about these high-lying electronic states of
HCCCH.

6.4. Vibrational Assignments in the X̃(3B) State of
HCCCH. The vibrational peak spacings in the main
progressions of the X̃(3B) state of HCCCH and DCCCD
can be found in Table 1. On the basis of our assignment of the
origin transition at eBE = 1.156 eV in the X̃(3B) state, the
fundamental frequency of the main progression in HCCCH is
363 ± 57 cm−1. Note that peak spacings in both isotopologues
increase with increasing energy in the potential well. This
“negative” anharmonicity arises from quartic terms in the 1-D
vibrational potential and is indicative of a box-like potential
arising from vibronic coupling. The shapes of the potentials in
both the CCH and the CCC coordinates of the neutral X̃(3B)
state (Figure S5) are consistent with negative anharmonicity.
The 363 ± 57 cm−1 fundamental frequency is difficult to

reconcile with the known IR matrix spectrum of X̃(3B)
propargylene,3,32−34 where four bending mode bands are
observed: 550 cm−1 (m), 403 cm−1 (m), 249 cm−1 (s), and
246 cm−1 (m). Matrix EPR data suggest that HCCCH
undergoes motional averaging in various matrices, suggesting
that the matrix is not imposing a structural constraint on the
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molecule. The best assignment of the main progression we
observe in HCCCH X̃(3B) is mode 4A, the “in-plane”
symmetric CCH bend, with harmonic frequency ωe(exp.) =
353 cm−1 (see Table S2), and ωe(calc.) = 359 cm−1. The
calculated infrared harmonic intensity of 53 km/mol implies
that this mode should also feature prominently in the IR
spectrum, but there is no clear correspondence between the
observed and calculated IR transition energies. We conclude
that the quasilinear nature of HCCCH renders a harmonic,
separable modes calculation substantially inadequate to
compare with either the photoelectron or IR spectroscopy
results. A detailed analysis will require a theoretical approach
that includes anharmonicity, mode coupling, and vibronic
coupling. The complexity of the problem is underscored by the
fact that propargylene is a case that results from a strong
Renner−Teller interaction at the nearby linear geometry and
for which simple arguments based on the adiabatic potential
energy surface may not be quantitatively reliable.72,73

■ CONCLUSIONS
The electronic and vibrational structure of propargylene
(HCCCH) has been investigated using negative ion photo-
electron spectroscopy and high-level electronic structure
theory. Treatment of CH3CCH with O− results in removal
of a hydrogen atom and a proton to produce the C3H2

−

isomers HCCCH− and H2CCC
− (m/z = 38). The negative ion

photoelectron spectrum of HCCCH− yields spectroscopic and
thermodynamic information concerning five electronic states of
the corresponding neutral species, HCCCH.
Photodetachment of an electron from HCCCH− using near-

UV radiation produces the X̃(3B) ground state of HCCCH and
its a ̃(1A), b ̃(1B), d ̃(1A2), and B̃(3A2) excited states. An extended
vibrational progression in both the X̃(3B) ground state and the
open-shell singlet b ̃(1B) state arises as a consequence of a
substantial change in geometry upon electron photodetach-
ment. It is notoriously difficult to assign the spectroscopic
origin in systems of this type. Both experiment and theory
conclusively show the dominant vibrational motion activated
upon photodetachment is CCH bending. Through comparison
of the HCCCH− and DCCCD− photoelectron spectra, the EA
of HCCCH is determined to be 1.156 ± 0.095

0.010 eV, with a
singlet−triplet splitting between the X̃(3B) and the a ̃(1A) states
of ΔEST = 0.500 ± 0.01

0.10 eV.
The photoelectron spectra associated with the a ̃(1A), d ̃(1A2),

and B̃(3A2) states are characterized by short vibrational
progressions with a prominent origin peak, establishing that
the geometries of the anion and the neutral are similar. The
lack of a resolvable splitting in the origin transition to the a ̃(1A)
state implies that the energy difference between the calculated
ground and first excited state of the HCCCH anion is less than
the calculated splitting of 0.026 eV.
A higher resolution photoelectron spectrum of the X̃(3B)

state would likely reveal much more complicated vibrational
structure due to the quasilinear nature of HCCCH. In fact there
are signs in our spectra that more than one vibrational mode
contributes to this progression at high binding energies. A more
sophisticated analysis awaits higher resolution spectroscopy.

■ ASSOCIATED CONTENT
*S Supporting Information
Experimental Methods; Anharmonic Fitting Approach to
Determine Electron Affinity; Molecular Orbitals and Bending
Potentials; Energy Ordering of the Lowest Three HCCCH

Electronic States; Figure S1, Photoelectron spectra of the
product anions from O− with allene-d4 and with propyne-d4.;
Figure S2, Differential cross sections of the product anions of
the O− + propyne reaction; Figure S3, Photoelectron spectra
normalized to the differential cross section; Figure S4,
Calculated equilibrium geometries of the lowest two HCCCH−

and lowest three HCCCH electronic states; Figure S5,
Unrelaxed bending potentials of HCCCH/HCCCH−; Table
S1, Calculated geometries and harmonic frequencies; Figure S6,
Molecular orbital diagrams for HCCCH− X̃(2B); Figure S7,
Molecular orbital diagrams for HCCCH− Ã(2A); Figure S8,
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G.; Köppl, C.; Liu, Y.; Lloyd, A. W.; Mata, R. A.; May, A. J.;
McNicholas, S. J.; Meyer, W.; Mura, M. E.; Nicklass, A.; O’Neill, D. P.;
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